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ABSTRACT

Innovation on learning systems has been a key propellant ih a
vancing and scaling up state-of-the-art neural models. hist
work, we propose CARLS, a novel framework for augmenting
the capacity of existing deep learning frameworks by enabli
multiple components model trainers, knowledge makers and
knowledge banks to concertedly work together in an asynobw
nous fashion across hardware platforms. The proposed CARLS
particularly suitable for learning paradigms where modehining
bene ts from additional knowledge inferred or discoveredidng
training, such as node embeddings for graph neural netwooks
reliable pseudo labels from model predictions. We also dbsc
three learning paradigms semi-supervised learning, cioculum
learning and multimodal learning as examples that can beaded

up e ciently by CARLS. One version of CARLS has been open-
sourced and available for download at:

github.com/tensor ow/neural-structured-learning/tree/maast/research/carls

1 INTRODUCTION

During the past decade, several deep learning frameworkslL[®
36] have been made available to public and accelerating tthe a
vancement of many research domains in deep learning [16228,
Despite their successes, cutting-edge technology and gmgrap-
plications are always pushing the limits of training cap&cisup-
ported by the existing frameworks. For example, the larg&st
model [40] with 11 billion parameters has achieved statettud-
art performance on multiple NLP benchmarks, and a near-hama
score on the SuperGLUE natural language understanding henc
mark. GPT-3 [5], an auto-regressive language model with kil'5
lion parameters, achieves strong performance on many NLithe
marks without any gradient updates or ne-tuning. Most reaty,
the switch transformer [17] advanced the size of the T5 model
to 7 times, leading to a giant model speaking 102 di erent lan-
guages.

While most of the above e orts focus on training one mono-
lithic model, human brains often solve a cognition problersing
multiple pathways with multi-sensory inputs and multiple od-
els [27]. Such a multimodal framework has already shown its p
tential in boosting the performance over the existing moitbic
models ég., [23, 32, 37]) and in solving novel problems [19]. For

* These authors contributed equally.
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Figure 1. System Overview. CARLS employs three major
components: Model Trainer, Knowledge Maker and Knowl-
edge Bank. Models Trainers are the main jobs training and
updating model parameters, and Knowledge Makers are run-
ning in parallel to compute auxiliary information required

for gradient calculation and store the information in Knowl -
edge Bank. Note that these components can be deployed
on di erent platforms (GPUs, TPUs, etc) and communicate
with each other in an asynchronous fashion.

example, for vision-language related problems such asaligues-
tion answering [3], caption-based image retrieval [50],cavisual
common sense reasoning [51], the vision and language madali
are encoded by its own designated encoder and the two encoder
are co-trained jointly. However, implementing these muitodal
learning tasks at scale imposes unique challenges, sineectim-
putational complexity usually grows with the number of enders
trained, and the advancement of hardware alone cannot kepp u
with the fast growth of model (or data) size and complexituch a
scaling issue manifests itself in other machine learningamdigms
such as graph-based neural networks [6, 28, 47], where eaclen
in a graph is processed by a kernel that can be a simple muykita
perceptron or a complex attention model like BERT [15]. Funt-
more, the computational cost grows linearly with the sizerwgigh-
borhoods if no sampling technique is used.
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In this work, we propose€CARLSaCross-platform Asynchronous
Representatior_earning System that addresses the challenges in
scaling up these giant model®(., multimodal learning or graph
neural networks). CARLS is able to (a) accommodate trairohg
very large models with extremely high computational compitsy
eg., graph neural networks with a graph of more than ten ot
nodes, each node encoded by a BERT kernel and (b) accelénate
training by shifting partial workload of inferring informaion re-
quired for gradient calculation from model trainers to Kmdedge
Makers deployed in CARLS.

CARLS contains three major components that operate in par-
allel: Model TraingrKnowledge Makeand Knowledge BankFig-
ure lillustrates an overview of the proposed CARLS systermd
trainers are the main training jobs with an extended functiality
to retrieve auxiliary information generated by the knowlgé mak-
ers that are usually implemented by a eet of servers or pipels.
The model trainers and knowledge makers share the inforroati
via the knowledge bank, which stores the results generated b
knowledge makers and enables e cient, asynchronous traigi
Model trainers and knowledge makers may be deployed usirig di
ferent hardware platformsgg., CPUs, GPUs or TPUs). Further-
more, model trainers and knowledge makers are communiaatin
in an asynchronous fashion, meaning they operate indepentlye
without a ecting the training speed.

The key observation to design CARLS for large-scale, e dien
learning is that the compute can be parallelized at modefelgor
logic-level) for many neural architectures; in other wordhe in-
teractions among multiple models are usually limited to afeon-
necting points such as the joint of each encoder output, betag-
gregation of neighborhood embeddings in a graph neural nestiv
By employing the knowledge banks as the interface betweeti-in
vidual modules, CARLS delegates the computation cost ofithe
dividual models from the model trainer to the knowledge mage
One potential issue of such an asynchronous mechanism is dat
freshness some knowledge makers may generate results base
slightly outdated information. In practice, we nd the impas of
such an issue are controllable and not signi cant. In summahe
main advantages of the proposed CARLS are two-fold:

Scalability : CARLS enables e cient operations to store and
lookup intermediate knowledge for training complex mod-
els. For each training step, the intermediate knowledge can
be fetched from a remote knowledge bank, rather than be-
ing recomputed across multiple training batches.

Flexibility : CARLS allows constructing and updating the
knowledge dynamically based on the current model state at
each training step, as opposed to information preprocessed
from a static input dataset or by a pretrained model.

The proposed CARLS system is validated in a number of learn-
ing tasks which are considered to be very challenging or ewen
feasible before CARLS. For example, training a graph nenes
work (GNN) stacked on top of a dense encodeg(, ResNet [21]
or Transformer [46]), where each node features are encodgd b
the encoder and aggregated by a GNN, the training time become
prohibitively expensive especially when the neighbor sigews
large. With CARLS, we are able to train a graph-regularizeaidel

whose neighbor size is 10 times larger than the largest one cu
rently proposed by the literature [25], without introducip any
slowdown in the training speed. We also demonstrate threarte

ing paradigms as examples that can be scaled up by CARLS, in-
cluding semi-supervised learning, curriculum learningydamulti-
modal learning.

The remainder of this paper is organized as follows: aftesiesv-
ing related work in Section 2, we elaborate the design of CSRL
in Section 3. In Section 4, we demonstrate the learning payad
that can be scaled up e ciently by CARLSs. Finally, we conckid
this paper in Section 5.

2 RELATED WORK

Large-scale learning systemsd., models with more than 10G pa-
rameters) are often needed in language/image modelingomec
mendation systems, or models with very large sparse feasee
input (e.g., click through rate prediction models in digital advist
ing [54, 55]). Directly relying on the design of existing dekarn-
ing libraries g4., [2, 31]) is often limited in practice and challenges
exist both in training and serving these large models.

Existing large language/image models are characterizethbir
sophisticated internal building blockeg., the self-attention mech-
anism [46] or the residual network [21]) that are often staadkup
to hundreds of layers€g., [5, 14, 38, 39]). Solely relying on the
innovations of hardware€g., GPU or TPU) can hardly keep up
with the explosion of model size. To e ciently train these nib
els, parallelisms/sparsity among the partitions of the nebdre of-
ten explored €g., [30, 35]). The mixture-of-experts (MoE) model is
an example model with sparsity that allows di erent sub-mels$
to be trained in parallel [35, 41]. Most recently, the swittfans-
former [17]is able to handle models with 1T parameters byvaad
a big MoE problem. In order to serve these large models in sdel
vices or more e ciently, the distillation technique [22] oteacher-
student networks are usually applied to compress the model.

Among industrial scale recommendation systems, the number
of unique items €g., keywords, products) can easily reach up to
billions or even trillions, which are usually represented the soft-
max/logistic output layer of a model. Since these outputday can
be regarded as nearest neighbor search in an embedding $paee
embedding for each item), a popular approach to e cient mdde
training and inference is to compress the output embeddimis
various hashing techniques [34, 42, 44, 53]. However, tluese-
pression/approximation approaches often come with thecgriof
sacri cing modeling accuracy.

There are also more recent interests in decoupling the meynor
part (eg., sparse feature embeddings for both input and output lay
ers) of a model from its structural pare@., [54]), therefore achiev-
ing e cient model training/inference, automatic model greth, as
well as e cient multi-task learning. For example, the DynagEm-
bedding system [52] employsraemory servefor serving the em-
bedding data in a model with almost unlimited sparse featsst;
The Taskology system [33] employs anference serveo facili-
tate multi-task training with consistency constraints. bhis work,
we further extend this line of research by proposing a higtdys-
tributed system with both memory and inference components.
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3 PROPOSED CARLS

In this section, we provide the details of the proposed CARLS
framework, which consists of three major components that-en
able asynchronous representation learning across hetenegpus
platforms:

Model Trainer : responsible for both training various mod-
els and communicating with the knowledge bank to fetch
augmented information to facilitate the training.

Knowledge Maker : responsible for generating the knowl-
edge requested by the model trainer. Speci cally, a knowl-
edge maker loads the latest checkpoint (saved by the model
trainer) to make inference on auxiliary data, or discovemne
neighborhoods from examples with close representations
learnt from the model.

Knowledge Bank : responsible for storing and refreshing
the knowledge generated by knowledge makers. A knowl-
edge bank also serves the fetch requests from model train-
ers.

Two key characteristics of CARLS are that (a) Model Trainers

Knowledge Banks, and Knowledge Makers can be operated asyn-

chronously, and (b) these components can be deployed on het-
erogeneous hardware platforms (CPUs, GPUs, TPUs, etd)eln t
following sections, we describe the features that have bé&an
plemented, and leave a wide range of scenarios that are not ye
implemented but accommodated by CARLS as a straight-lire fu
ture work.

3.1 Knowledge Maker

Knowledge makers play a critical role in extending the cajac
of a learning system. Conventionally, the model traineropess
the data and compute all the information required for calatihg
losses. In CARLS, knowledge makers are designed to dyndgnica
calculate (or discover) the knowledge that can be exploitad
model trainers for calculating the losses. Therefore, pafrtnodel
trainers' workload can be shifted to knowledge makers, wihic
helps the model trainers run faster or save capacity to acowon
date larger models or training with more data. Below we prdei
three example types of knowledge that are suitable to be pssed
or discovered by knowledge makers:

Graph structure and node embedding : knowledge mak-
ers can load parts of the model such as the node encoder of
graph neural network to update the knowledge. The graph
structure can also be dynamically updated with the similar-
ity between the computed node embeddings, as opposed to
a given static graph (Section 4.1).

Augmented labels : knowledge makers can load the whole
model to (a) make inference on the missing labels for aug-
menting the training data, or (b) clean up noisy labels for
providing a cleaner training dataset (Section 4.2).

External Knowledge : another advanced application of
CARLS is to integrate the external knowledge/memeory for
training [19, 48]. In this case, the responsibility of knowl
edge makers is to pre-compute and process the related
knowledge for enabling fast serving by the knowledge bank
(Section 4.3)
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Knowledge makers keep the same machine states as model
trainers by periodically loading the parameters from thetdat
checkpoints or parameter servers. This way, the inferenoesle
by the knowledge makers will be consistent with model traise
Knowledge makers can be implemented by a MapReduce [13] or
Flume [7] pipeline, or by sending remote procedure calls (RP
to a remote inference server.

3.2 Knowledge Bank

The knowledge inferred by knowledge makers are stored inWho
edge banks for fast serving model-training jobs. Dependimgthe
application type, a knowledge bank can be an external sterag
system such as Bigtable [8] or Spanner [11] or a specialideem-
bedding server [52] responsible for updating internal pareters
during back-propagation stage. Some applications may negu
knowledge banks perform certain computations, such asiestr
ing top-N nearest neighbors given a query. Note that the nuenb
of instances stored in knowledge banks can be very large {mul
millions to multi-billions). To keep the computational lahcy
constant not growing as the data size grows, the knowledge
banks are sharded and deployed in a distributed fashion [45]

Below is a list of example applications enabled by knowledge
banks:

Feature Lookup : an instance's featureg(., neighbor IDs
from a graph, or labels) are stored as a protocol bu er [1]
and keyed by the instance's unique ID. In this application,
knowledge banks can be implemented directly by external
storage systems without special treatments to store these
feature information.

Embedding Lookup and Update : in certain applications

eg., node embeddings in the graph neural network or word
embeddings in language modeling, the embeddings can
be stored in a knowledge bank and will be continuously
updated throughout the training process. To support back-
propagate the gradients with respect to the embeddings, we
leverage the DynamicEmbedding [52] (as the implementa-
tion of knowledge banks) to update the embeddings with
the gradient values.

Nearest Neighbors Lookup: e cient nearest neighbor
search in the embedding space is important for solving
large scale classi cation and retrieval tasks [20]. Unlikg-
isting learning paradigms that either take the pre-compdte
nearest neighbors as input features or search over a very
limited scope €g., within the same batch), CARLS enables
searching over the embeddings kept in the knowledge bank,
which is essentially the entire dataset both labeled and
unlabeled samples. Furthermore, using CARLS enables
nearest-neighbor search over the dataset that grows or
is updated during training. To facilitate e cient nearest
neighbors search as the dataset grows, the computation
is distributed into multiple shards and ScaNN [20] can be
applied for search space pruning and quantization.

Lazy update for asynchronous gradient upddthile data con-
sistency, isolation, and durability are delegated to thesidm of
existing storage systems [8, 11] and computation e ciencyda
parallelism can be handled by existing server designs [Sggcial
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treatment is still required when multiple training jobs am@tempt-
ing to update the gradients of the same embedding entry stidre
knowledge bank. In this case, simply guaranteeing atonyicitay

not be su cient since this mechanism favors the last modekttup-
dates the gradients and ignores the contribution from othapd-
els. CARLS resolves this issue by employing a lazy updaterseh
caching the results of gradient update until the next lookrggjuest
arrives, or an expiration time is reached. The update is lthen

the average of all cached gradients with possible outlietedgion.
With this lazy update mechanism, the overall training praeis
more stable compared with simple stochastic gradient desce

3.3 Model Trainer

A model trainer is typically a machine-learning model eqpipd
with a communication module to fetch the knowledge (of infer
ences) from knowledge banks. The communication module is us
ally implemented as customized operations or layers, eimgjthe
funtionalities as listed in Section 3.2. The communicatioodule
sends the request to the knowledge bank for retrieving aduiial
information discovered during training. The inputs of commi-
cation modules can come from the training datag., sample IDs
for fetching neighbor IDs), or the embedding values at a hadd
layer (for retrieving the nearest neighbors). Note that neddrain-
ers can be implemented with various platformad., TensorFlow
or Pytorch) in a distributed fashion. Special cases neecdettexen
for the communication module when the trainers are running o
TPU machines [24], which works best when the entire model ts
into the on-chip memory.

4 LEARNING PARADIGMS

In the section, we provide three learning paradigms as ex&ap
that can be scaled up e ciently by CARLS, including but noti
ited to semi-supervised learning, curriculum learning,camulti-
modal learning.

4.1 Semi-Supervised Learning

Semi-supervised learning (SSL) is a machine learning pggrad
that harnesses both labeled and unlabeled data to improvel@ho
prediction performance, and is particularly useful wherbkeled
data is limited or expensive to obtain. However, despite -
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Figure 2: Training a graph-regularized model at scale with
CARLS. Flow in red is added to enable graph regularization
and required only during training. The model trainer and
knowledge makers are running in parallel with a shared
knowledge bank (KB). Knowledge makers keep loading the
latest checkpoint generated by model trainers for making
inferences and update the embeddings in KB. The input pro-
cessor of the model trainer will look up training instances'
neighborhood from the KB. After retrieving the neighbor
info (e.g., neighbor IDs, edge weights), the neighbor IDs wi I
be used to lookup neighbors' embeddings from the KB.

Figure 2 illustrates a graph-regularized model trained hvit
CARLS. The training objective is to minimize the sum of the
supervised loss and the graph regularizer, which is a passvdis-
tance between the embeddings of neighboring nodes. Theheig
bourhood can be constructed o ine using existing signals.de
co-clicked image pairs [25] or images in the same board [481)
created online during training (e.g., image augmentatid2]), and
looked up from the knowledge bank in the trainer.

If the neighbor embeddings are directly computed in the trai,
the training time and the trainer memory consumption will in
crease linearly in proportional to the number of neighbor2q].
To make the graph-regularized model scalable, the embegilof
each node/image are computed by knowledge makers and upldate
to the knowledge bank in parallel with the model trainer.

Figure 3 illustrates another example of applying CARLS te en

vantages and successes brought by SSL, using abundant unla-able e cient graph operations for large-scale graph leang. In

beled data also signi cantly increases the training comation.

this example, the model is a stack of an encodegResNet or

For example, graph-based methods are one type of popular SSL Transformer) and a graph neural network (GNN). It can be very

approaches, where each node's informatiamg(, labels) can be
iteratively updated by aggregating the information from igh-
boring nodes whether they are labeled or unlabeled [6, 23jisT
means, in addition to computing or processing the labeledaga
additional computation is required to process these neigtibg
nodes. In this case, CARLS deploy a eet of knowledge makers
to process these neighboring nodes, shifting the additiooam-
putation conventionally done by the model trainer to knowdge
makers. Furthermore, CARLS eliminates redundant compaiest

(e.g., one node being a common neighbor among several other

nodes only needs to be processed once) by caching the reisults
the knowledge banks.

challenging to train such a model, especially when the si¢he
subgraph is large, without the support of CARLS.

4.2 Curriculum Learning

Curriculum learning [4] refers to a learning paradigm whetbe
challenge of a learning task gradually increases over timaeifn-
proving the model performance. The increased challengealigu
forces models to focus on learning additional informatiomat is
not well captured from the previous iterations [43]. This adigm
maps favorably to the CARLS framework where the additionmal i
formation can be stored in the knowledge bank and the knovded
makers are responsible for generating this information véed to
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Figure 3: An illustration of the training pipeline of CARLS

for a graph neural network stacked on top of a node en-
coder. The node encoder encodes the node features into em-
beddings and feed to the GNN. In the model trainer, each
training input node can look up its sub-graph and the em-
beddings of each node in the subgraph from the KB. The
knowledge makers can load the latest checkpoint to com-
pute and update the node embeddings as well as the graph
(based on the node embeddings) to the KB.
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Figure 4: An illustration of the work ow of curriculum
learning using CARLS. The labels of the input examples can
be improved by the knowledge maker ( e.g., using online la-
bel mining for unreliable labels or graph agreement model
for inferring missing labels).

increase the training complexity. Fig. 4 illustrates the tkaw of
using CARLS for curriculum learning. Speci cally, we densirate
two examplesonline label miningleals with noisy labels, and the
graph agreement modgéals with missing labels for some inputs.

4.2.1 Online label miningn large scale applications of image
classi cation, the labels of each image are usually infetrigom
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Figure 5: An illustration of the training pipeline of CARLS
for a deep image-text two-tower model. Flow in red is added
to enable lookup image/text embeddings and is required
only during training. The distributed knowledge makers
will compute the image/text embeddings and update the em-
beddings to the knowledge bank. The model trainer can look
up the embeddings from the KB instead of computing the
image/text embeddings through the image/text encoder.

a rather noisy input €g., search queries or text captions associ-
ated to an image) that are often inconsistent with each otlfeg.,
wrong or missing labels). In such cases, multiple iterasoare
often needed to alternate between i) training the model thea
noisy data and ii) re ning the model based on the latest traih
model. Such a process can be signi cantly accelerated if we ¢
do i) and ii) in parallel. In CARLS, i) can be achieved via a elod
trainer and ii) by knowledge makers, and the knowledge bank
stores the newest inferred labeled for each instance.

4.2.2 Graph Agreement Mod&hother example of curriculum
learning is the graph agreement model for semi-superviseath-

ing [43], where the labels of unknown training examples are i
ferred based on the nearest neighbors from labeled examples
where the nearest neighbors are calculated based on the embe
ding of the input (from the hidden layer of the trained modelp
CARLS, this nearest neighbors search can be done by a kngeled
maker and the inferred labels can be stored in the knowledggalb

4.3 Multimodal Learning

In addition to training a single deep model, CARLS can also be
used for multimodal learning such as training an image-téwio-
tower model [23] and the modality nets [26] that has four mdsle
for language (text data), images, audio, and categorictd.da
Figure 5 illustrates an example of a image-text deep two-¢ow
model trained with CARLS, where the image and text encoders ¢
be learned via a contrastive loss [9] that pushes the embegisli
of matched image-text pair together while pushing those afm
matched image-text pair apart. The image-text matchingresare
computed as the cosine-similarity of the image embeddingd a
the text embeddings from the corresponding encoders. Altgb
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when the image/text encoder goes deeper it can often achimte
ter performance [23], it is more challenging to train as theropu-
tational complexity grows signi cantly. Instead of comping the
image/text embeddings directly in the model trainer, we cati-
lize CARLS to lookup historical embeddings from the knowged
bank

In addition to reducing the computation in the trainer, CARL

can also be used to improve the model performance. As shown

in [23] that the model performance increases along with them-
ber of random negatives used in the contrastive learning.tAs

[9] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geey Hinton. 2020.
A simple framework for contrastive learning of visual remgentations. Ininter-
national conference on machine learniAyILR, 1597 1607.

[10] Ronan Collobert, Samy Bengio, and Johnny Mariéthop220orch: a modular
machine learning software librarifechnical Report. Idiap.

[11] James C. Corbett, Je rey Dean, Michael Epstein, Andifeikes, Christopher
Frost, JJ Furman, Sanjay Ghemawat, Andrey Gubarev, CptistoHeiser, Pe-
ter Hochschild, Wilson Hsieh, Sebastian Kanthak, Eugengafo Hongyi Li,
Alexander Lloyd, Sergey Melnik, David Mwaura, David Nagi®an Quinlan,
Rajesh Rao, Lindsay Rolig, Dale Woodford, Yasushi Saitois®Bpher Tay-
lor, Michal Szymaniak, and Ruth Wang. 2012. Spanner: Gto@kobally-
Distributed Database. I®SDI

[12] Ekin D Cubuk, Barret Zoph, Dandelion Mane, Vijay Vasudr, and Quoc V Le.
2019. Autoaugment: Learning augmentation strategies fotata. InProceedings

embeddings of the random negatives can be looked up from the
knowledge bank, we can easily scale up the number of random
negatives. Besides, because each encoder can be consateasd

of the IEEE/CVF Conference on Computer Vision and PattegniRec 113 123.
[13] Je rey Dean and Sanjay Ghemawat. 2004. MapReduce:liS#hpata Process-
ing on Large Clusters. I@SDI'04: Sixth Symposium on Operating System Design

independent model in the knowledge makers (by loading parts
the network from the checkpoint of the model), the image/tem-

beddings can be computed and updated to the knowledge bank in

dependently. Thus, image/text data feed to the knowledgekera
can go beyond the training image-text pairs.

5 CONCLUSION

In this paper, we proposed CARLS, a cross-platform, asymobus
learning framework that signi cantly extends the capacitf cur-
rent deep learning frameworks by enabling dynamic knowledg
sharing between model trainers and knowledge makers. The pr
posed CARLS is particularly suitable for training largeate neu-
ral models that bene t from additional knowledge inferred dlis-
covered during training, such as graph neural networks andltia
modality models. CARLS also enables existing frameworkdyto
namically learn with changes inferred or occurred duringatning,
facilitating curriculum learning to be more e cient. As a staight-
line future work, we will extend CARLS to train more varietyfo
learning models, design new APIs to streamline system setnig
provide better support for heterogeneous hardware.
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