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Abstract- Given a dynamic corpus whose content and atten-
tion are changing on a daily basis, is it possible to collect and
maintain the high-quality resources with a minimal investment?
We address two problems that arise from this question for hy-
perlinked corpora such as web pages or blogs: how to efficiently
discover the correct set of authoritative resources given a fixed
network, and how to track these resources over time as new
entrants arrive, old standbys depart, and existing participants
change roles.

I. INTRODUCTION
We study the feasibility of gathering and maintaining highly

authoritative content, at a scale several orders of magnitude
smaller than the entire corpus. This approach is especially ap-
propriate when the long tail of little-accessed content does not
provide sufficient value to justify gathering and maintaining it.

The abstraction we consider is the following: given a
dynamic corpus where content and attention is changing on
a daily basis, is it possible to collect and maintain the high-
quality resources with a minimal investment? We address
two problems arising from this question, in the context of a
hyperlinked corpus such as web pages or blogs.

Static: How to efficiently discover the correct set of author-
itative resources given a fixed network?

Dynamic: How to track authoritative resources over time
as new entrants arrive, old standbys depart, and existing
participants change roles?
More specifically, we focus on a directed graph setting,

where the resources are described by nodes and hyperlinks
by edges. We consider various models of accessing this graph,
namely, sampling nodes at random, performing a random walk,
or crawling. Our measurement of authoritativeness is indegree.
In the static setting, we propose a spectrum of algorithms,
ranging from idealistic to realistic. We conduct extensive
experiments on a blog data set and show that our realistic al-
gorithms are very effective in identifying authoritative sources.
Furthermore, they are practical and are highly competitive with
their idealistic counterparts in terms of performance. Next,
we turn to the dynamic setting, where the graph changes
over time. In this setting we investigate the algorithms from
the static case, augmented with several recrawl policies. Our
experiments on another blog data set continuously crawled
over time once again shows that it is possible to devise
practical algorithms that are effective in tracking authoritative
nodes in this graph.
Related work. Web crawling is a well-studied topic, and can
be roughly subdivided into the problems of the discovery

of new content [1] and refresh of updated content from
previously visited resources. In the process of exploring the
web, different strategies have been applied to the problem of
ordering unvisited content; some have focused on the relative
importance of topics [2], [3] while others have used the
perceived rank [4], [5]. To effectively refresh updated pages
some have modeled the change rates of individual pages on
the web [6], [7], [8] while others have seen this as a problem
of keeping a given set of content up-to-date [9], [10], [11],
[12]. These approaches aim to characterize the web at large,
attending to comprehensiveness and coverage; we, instead,
focus on finding and tracking the most important content.
The process of identifying top resources in a web context

is also analogous to the task of identifying and threading
together important topics in a stream of information. Much
attention has been paid to this problem through the iterative
improvements on a fixed corpora on two sub-problems: topic
detection, or the identification of emerging, related concepts
and event tracking, or tracking subsequent events given an
initial set [13], [14]. Similar efforts have also been made to
identify bursty events in streams of data [15].

II. DISCOVERY IN STATIC GRAPHS

In this section we discuss the basic problem of discovering
authoritative nodes in a fixed graph. We present several algo-
rithms for this problem and analyze the performance of our
algorithms on a large blog data set.

Problem. Let G = (V, E) be a directed graph with node set
V and edge set E = {(u, v) u, v C V}. The inlinks of a
node u are the edges { (v, u) (v, u) C E}; the size of this
set is the indegree of u, denoted id(u). The outlinks of a node
u are the edges {(U, v) (u, v) C E}; the size of this set
is the outdegree of a, denoted od(u). We will define a node
to be "authoritative" if it has a high indegree; we note that
indegree is easy to interpret and compute, and it cannot be
easily changed by the node itself.
The problem of finding high-quality nodes in a graph can be

stated as follows: given a directed graph G and a target number
k, find the k most authoritative nodes. Exactly finding that
subset K will be difficult, so instead we ask for an approximate
subset C c V, k < C «< lV to maximize the quantity
CcnK 1/ K l, called the crawl performance. A stricter measure
that might be more relevant in real applications is the rank
performance, which is given by KH nK 1/1K l, where KH C
C with KH = k is the output of the algorithm.
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Fig. 1. Crawl and rank performance curves

Several of our algorithms will maintain a set C of crawled
nodes that we hope will contain many nodes from K. For
crawl-based algorithms, a subset of nodes of special interest is
the frontier F C V of the crawl. These are nodes that are one
outlink away from the crawled set but not themselves crawled
yet. While the algorithm does not know the outdegree of a
node u C F in the frontier, it can obtain the apparent indegree
of u based on its knowledge of the graph so far; we denote
this by id(u).
Algorithms. We first present two sampling-based algorithms,
which are unrealistic since they assume complete global
knowledge of the degrees of the nodes in G. The algorithms
Sample-I, Sample-1O correspond to random sampling with
probability of choosing u proportional to the indegree id(u),
and the sum id(u) + od(u), respectively. Next we present
two realistic crawling algorithms which maintain a set of the
nodes that have already been crawled along with a frontier for
exploration. They also maintain apparent indegrees for nodes
in the frontier. At each step the algorithm must decide which
node in the frontier must be crawled next. In Crawl-Al the
next node to crawl is a random frontier node, with probability
proportional to apparent indegree. In the greedier Crawl-GAI
method, the next node to crawl is the frontier node u C F
with the highest apparent indegree id(u).
Experimental results. Our main data source comes from a
weblog corpus collected from May 16th to June 21st, 2005
for the MIT Weblog Survey [16]. These blogs were discov-
ered using the Blo.gs ping service that blog software uses
to automatically notify subscribers when a given weblog is
updated. Over the course of the 37 day period, 15 million links
were extracted from about 1 million observed weblogs. These
data were cleaned of outliers and anomalies according to [16].
Subsequently, the graph contains 343,743 nodes and 1,571,772
directed edges. For all of the crawl-based algorithms, we used
a fixed arbitrarily chosen source node uo that belongs to the
graph's SCC.

In Figure 1-A we plot the crawl performance of several
algorithms. We have defined the target set K to be the 2000
nodes with the highest indegree. The plot's x-axis is the
number of nodes crawled so far, while the y-axis is the number
of nodes in K that have been visited. Sample-I works better
than the other sampling algorithms (mostly not shown) which
is not surprising since it is directly sampling on indegree (our
measure of authoritativeness). Interestingly, Crawl-GAI and

Crawl-Al find high-indegree nodes even faster than Sample-I,
at least at the beginning.
As one might expect, scores for the stricter rank perfor-

mance measure (Figure 1-B) are lower than crawl performance
scores. (Figure 1-A). Also, the relative order of the algorithms
has nearly reversed. In particularly, the greedy Crawl-GAI
algorithm is the worst for this measure. Apparently pulling
high indegree nodes into the pool too rapidly causes apparent
indegree to become a bad approximation to true indegree.
There is an exploration-exploitation tradeoff here that will
be discussed more in the next section. [Also, we note that
the longer version of this paper contains more algorithms and
many more plots].

III. TRACKING IN DYNAMIC GRAPHS
In this section we expand our scope to include time graphs

[17], in which each edge arrives at a particular point in time.
We will define a time-varying target set of popular nodes that
our algorithms must track.
Problem. A time graph G = (V, E) is a set of nodes V, with
a set of timestamped directed edges E, where (U, v, t) C E
represents an edge from u to v arriving at time t. Let w be
a fixed time window. The induced subgraph Gt, at time to is
defined as Gt, = (V,EEt), where Et,) {(u, v,t C E) t C
[to -w, to] }. The outlinks of a node u at time to are given by
out(u,to) = {(u, v,t) C Et.}. The target k nodes to track at
time t, denoted Kt, are simply the top k nodes of Gt ranked
by decreasing indegree. We use w = 7 days and k = 500 in
our experiments.
When an algorithm performs a crawl of node u at time to, it

sees out(u, to) as a result. At this time, the algorithm is said to
have crawled u. Let Ct be the set of all nodes crawled by time
t and Ft be the frontier at time t. As before, our primary figure
of merit is crawl performance, defined to be |Ct n Ktl/ Kt
at time t. In some cases, we may also study the discovery
performance at time t, which is given by (CtUFt) nKt 1/1Kt .

This measure shows how effectively the algorithm has learned
about target nodes, even if it has not yet selected them for
crawling.
Algorithms. Dynamic algorithms, in addition to deciding
which node to explore next, must also interleave recrawls
of already-crawled nodes in order to harvest newly-arriving
links. We distinguish between an expansion procedure, as
employed by a static algorithm, and a recrawl procedure for
selecting already-crawled nodes to revisit. We assume that a
dynamic algorithm will interleave calls to these two procedures
at random with some probability fixed in advance (taken to be
0.5 in our experiments).
The yield of a recrawl event is define as the number of

links that were not present during the prior crawl of that
node, divided by the time since the prior crawl. Each node
that has been crawled at least twice has a yield score defined
by the yield of the most recent crawl. Link score is defined
analogously to yield, but takes into account the perceived
indegree of the new links on a node: the link score of a
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Fig. 2. Crawl/discovery performances and yield.

recrawl of a node is the sum over each outlink not present
during the prior crawl of the number of inlinks seen so far to
the destination. Thus, link score prefers nodes that discover
"high-quality" nodes, according to indegree. The link score of
a node is then the link score of the most recent recrawl.

Section II introduced a variety of expansion procedures of
which we will study the following three: omniscient algorithm
Sample-U and realistic algorithms Crawl-GAI, Crawl-Al. We
introduce the following recrawl policies. In policy U, we pick
a node for recrawl uniformly at random and in policy OR, we
pick a node with probability proportional to the total outlinks
seen at this node to date. In policy YR, we select the node
at random with probability proportional to yield score. Policy
YRU implements a uniform mixture of YR and U; this helps
to avoid the bootstrapping problem to estimate yield, a
node must be crawled at least twice. Policy LDU is a uniform
mixture of policy U and the policy of picking the node with
highest link score.

Experimental results. We report on a series of experiments on
dynamic data. The data used for this analysis is made available
as part of the first ICWSM Conference on Weblogs and Social
Media, and consists of about 14M posts from 3M weblogs,
representing about 1OG compressed. We extracted all links
from the data, resulting in 340K links over a period of 24
days. Because the content consists just of blog entries, this
data does not contain any template material, blogrolls, or other
links beyond what occurs in the entry itself. Thus, the average
degree in the subgraph induced by weblogs in the crawl is
quite low, but the link quality is high. Each link is annotated
with a timestamp given in seconds.

Figure 2-A shows the results for crawl performance with
regular lines, and the results for discovery performance are
also shown, using the same colors, with hash marks added.
The Crawl-GAI expansion algorithm with the OR recrawl
algorithm performs well in both cases. Surprisingly, the more
sophisticated algorithms based on yield and link score do not
perform better.

Figure 2-B shows the effectiveness of the algorithm at
identifying target nodes, compared to selecting random nodes
from the graph. The smooth curves show the probability that
a uniformly-chosen crawled node is a target node, divided
by the probability that a uniformly-chosen node from the
graph is a target node. The hashed lines show the probability

that a uniformly-chosen node from Ct U Ft is a target node,
divided by the probability that a uniformly-chosen node from
the graph is a target node. The union of crawled nodes and
frontier nodes are more than 20 times more likely to be target
nodes than random nodes from the graph, and the ratio for
crawled nodes is even higher, reaching almost 50 for the best
algorithm, which is a realistic algorithm (expand using Crawl-
GAI, recrawl using OR). The decline in quality of the frontier
for certain algorithms comes about late in the crawl because
nodes with large numbers of outlinks to new but low-quality
content are discovered. We may also observe from this graph
that the algorithm effectively learns from its experiences, doing
a better job of distinguishing high-quality nodes from low-
quality nodes as the graph grows.

IV. CONCLUSIONS
We presented a problem exposing the tradeoff between

coverage and resources in the case of hyperlinked media. We
evaluated the performance of many expansion techniques in a
static graph and recrawl methods in a dynamic graph. Our best
algorithms Crawl-GAI and Crawl-Al for expansion and U
and YDU for recrawl performed surprisingly well, often
beating those that had an omniscient advantage.
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